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Abstract 

Purpose Currently, deep learning methods for the classification of benign and malignant lung nodules encounter 
challenges encompassing intricate and unstable algorithmic models, limited data adaptability, and an abundance 
of model parameters.To tackle these concerns, this investigation introduces a novel approach: the 3D Global Coordi-
nated Attention Wide Inverted ResNet Network (GC-WIR). This network aims to achieve precise classification of benign 
and malignant pulmonary nodules, leveraging its merits of heightened efficiency, parsimonious parameterization, 
and robust stability.

Methods Within this framework, a 3D Global Coordinate Attention Mechanism (3D GCA) is designed to compute 
the features of the input images by converting 3D channel information and multi-dimensional positional cues. By 
encompassing both global channel details and spatial positional cues, this approach maintains a judicious balance 
between flexibility and computational efficiency. Furthermore, the GC-WIR architecture incorporates a 3D Wide 
Inverted Residual Network (3D WIRN), which augments feature computation by expanding input channels. This 
augmentation mitigates information loss during feature extraction, expedites model convergence, and concurrently 
enhances performance. The utilization of the inverted residual structure imbues the model with heightened stability.

Results Empirical validation of the GC-WIR method is performed on the LUNA 16 dataset, yielding predictions 
that surpass those generated by previous models. This novel approach achieves an impressive accuracy rate 
of 94.32%, coupled with a specificity of 93.69%. Notably, the model’s parameter count remains modest at 5.76M, 
affording optimal classification accuracy.

Conclusion Furthermore, experimental results unequivocally demonstrate that, even under stringent computa-
tional constraints, GC-WIR outperforms alternative deep learning methodologies, establishing a new benchmark 
in performance.

Keywords Classification of pulmonary nodules, 3D wide inverted residual network, 3D global coordinate attention 
mechanism
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Introduction
Among all cancer types, lung cancer stands out with 
the highest incidence rate [1]. The death rate of can-
cer is closely related to the time when the cancer is 
first detected. The earlier it is detected, the lower the 
incidence. Notably, pulmonary nodules constitute the  
primary early indicators of lung cancer [2]. In the 
contemporary context, Computed Tomography (CT) 
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emerges as the premier imaging modality for lung can-
cer detection. The precise interpretation of CT images 
and the timely differentiation between benign and malig-
nant pulmonary nodules by medical practitioners stand 
as pivotal factors in elevating the survival probabilities of 
individuals afflicted with lung cancer [3]. Consequently, 
the development of automated and accurate classification 
and diagnostic technologies pertaining to malignant pul-
monary nodules, harnessed through the analysis of CT 
images, assumes paramount significance within the realm 
of clinical medicine. As such, this domain has garnered 
substantial attention as a burgeoning research focus.

In recent times, the domain of deep learning has under-
gone rapid and extensive advancement, finding pervasive 
utility across domains such as computer vision [4] and 
medical image processing [5]. This paradigm shift has 
engendered remarkable strides. Presently, the frontiers of 
deep learning are progressively extending into the realm 
of intelligent diagnosis concerning benign and malignant 
pulmonary nodules. Tracing the evolutionary trajectory 
of deep learning’s convolutional neural network tech-
nology, the methodologies for classifying and diagnos-
ing pulmonary nodules based on CT images delineate 
three discernible categories: the Convolutional Neural 
Network (CNN) classification algorithm, the residual 
network classification algorithm, and the attention mech-
anism classification algorithm. These categories encapsu-
late the evolving landscape of techniques employed for 
accurate nodule assessment.

Convolutional Neural Network (CNN) The early stages 
of lung nodule detection predominantly relied on con-
ventional machine learning techniques, often entailing 
manual feature extraction. Regrettably, these approaches 
often suffered from suboptimal generalization capa-
bilities, failing to meet the sensitivity and other criti-
cal requirements of clinical medical applications [6]. In 
contrast, the convolutional neural network (CNN) rep-
resents a pioneering advancement in artificial neural 
networks, fashioned through emulating the structural 
intricacies of the human brain’s cortical layers. It stream-
line the network’s complexity by using three strategies: 
local receptive field, weight sharing and down-sampling. 
This architecture leads to more accurate identifica-
tion of malignant pulmonary nodules within chest CT 
images, substantially enhancing diagnostic efficiency. 
Numerous scholars have devised diverse lung nodule 
detection algorithms grounded in CNN frameworks. 
Gao Dachuan et al. [7] proposed a hybrid approach that 
fuses CNN-learned features with traditional machine-
extracted features to discern benign from malignant 
pulmonary nodules. The theory corroborates the CNN 
model’s remarkable classification and recognition capa-
bilities. However, the automatic detection of pulmonary 

nodules has not yet been achieved, and its accuracy still 
needs to be further improved. Tan Jiaxing et al. [8] devel-
oped a two-stage framework system entirely based on 2D 
CNN. This method significantly improved the accuracy 
of automatic detection of pulmonary nodules, but with a 
certain false positive rate. Eun Hyunjun et  al. [9] intro-
duced a 2D CNN model for automatic pulmonary nodule 
classification, rooted in single-view analysis. Their study 
curtailed false positives through parameter and network 
layer adjustments. Yet, single-view networks exhibit 
limitations in capturing feature information comprehen-
sively. In this regard, Arnaud Arindra Adiyoso Setio et al. 
[10] addressed this limitation by proposing a multi-view 
lung nodule detection model founded on 2D CNNs. This 
algorithmic framework not only expands the learning 
capacity of non-representative nodule features but also 
achieves further reduction in false positives. Compared 
with the above 2D CNN model, which captures spa-
tial information on the plane, 3D CNN model can cap-
ture spatial information on the three-dimensional. Since 
most CT medical images are three-dimensional data, 
the application of 3D CNN on CT images will be more 
conducive to the improvement of diagnostic accuracy. 
Patrice Monkam et al. [9, 11] advocated a multi-view 3D 
CNN approach to differentiate micro-nodules and non-
nodules in CT images. Combining this model with the 
Extreme Learning Machine (ELM) and five 3D-CNNs 
yielded robust classification outcomes. Notably, 3D-CNN 
outperformed 2D CNN in volume image data analysis. 
Thiago Jose Barbosa Lima et al. [12] contributed to this 
landscape by designing an algorithm based on 3D CNN, 
utilizing three distinct 3D CNN architectures with vary-
ing input shapes and convolutional layers for discerning 
benign and malignant pulmonary nodules. This strategy 
bolstered model generalization. Gupta Anindya et  al. 
[13] introduced a 3D convolutional neural network clas-
sification model, which effectively minimized false posi-
tives by autonomously identifying volume data for each 
candidate nodule. While both these algorithms mark-
edly improved the performance of intelligent diagnosis 
models, they overlooked the detection of minute nod-
ules. Kadhim Omar Raad et  al. [14] used 3D-CNN and 
3D-CT scanning images to classify benign and malig-
nant tissues of micro-nodules, greatly improving the 
classification accuracy of micro-nodules. However, due 
to technical limitations, the above studies [11–14] were 
carried out at a single scale, and only samples of a sin-
gle scale could be tested. Multi-scale technology proves 
advantageous, capturing a breadth of information includ-
ing both global and local features of pulmonary nodules. 
Xie Dan et al. [15] pioneered a 3D CNN model founded 
on a multi-scale double-path network (DPN), leverag-
ing 3D-CNN for spatial information extraction and a 
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multi-scale architecture for depth feature extraction. 
This approach enhanced micro-nodule feature extrac-
tion capabilities, albeit with a diminished performance 
for lower-resolution images. Zhao Dandan et  al. [16] 
introduced a novel multi-scale CNN framework founded 
on distinct orthogonal 2D images, aimed at augmenting 
discriminant features of low-resolution images through 
frequency domain embedding. These 3D CNN meth-
odologies, when contrasted with their 2D counterparts, 
amplify the capacity for lung nodule feature extraction, 
yet are hindered by bulky model parameters and subopti-
mal operational efficiency.

Residual Network (ResNet) Within the realm of con-
volutional neural networks, each layer’s passage through 
convolutional kernels inevitably leads to some degree of 
information loss. With the increase of network depth, 
problems such as gradient disappearance will occur, and 
it is more difficult to train the model. To tackle these 
challenges, the concept of the residual network (ResNet) 
emerged, offering a solution to construct novel pulmo-
nary nodule detection models founded on convolutional 
neural networks. Wenhao Deng et al. [17] amalgamated 
the residual network with the YOLO_v3 model for fea-
ture extraction and classification. This fusion effectively 
reduces false positives by enabling rapid pulmonary 
nodule localization in CT images. However, the model 
falls short in providing nuanced nodule classification. 
Zhang Yanan et al. [18] harnessed a multi-layer fusion of 
3D ResNet to extract nodule features, thereby enabling 
nonlinear radial basis feature mapping and personalized 
intelligent decision-making for lung nodule diagnosis. 
However, the model needs to further explore other char-
acteristics of nodule to improve its accuracy. Zhifeng 
Lin et  al. [19] introduced a 3D residual network model 
grounded in VGG architecture, aiming to unearth verti-
cal information from tumor CT images and enhance the 
classification efficacy of the model. This approach amelio-
rates the issue of imbalanced positive and negative medi-
cal data distribution, but it cannot judge the data with 
limited area and few features. Bharti Meenakshi et  al. 
[20] developed a classification image preprocessing tech-
nique utilizing 3D ResNet in tandem with V-Net for seg-
mentation. This approach leveraged the residual network 
for classifying lung nodules with scant features, thereby 
reducing false positives. But it can only be used to detect 
nodules with fewer false positives. Therefore, Tong Chao 
et  al. [21] introduced a high-efficiency pulmonary nod-
ule classification model underpinned by a combination 
of 3D Convolutional Neural Network (3D-CNN) and 
the Multi-Kernel Learning (MKL) algorithm. The model 
employed a 34-layer 3D ResNet to extract deep image 
features, proving effective not only in detecting nodules 
with reduced false positives but also those of greater 

complexity. On this basis, Han, Yu et  al. [22] designed 
a hybrid model that integrated 3D CNN, 3D ResNet, 
and Fully Connected Neural Network (FCNN) compo-
nents. By basing the network model on 3D ResNet, they 
reduced instances of missing nodule detection. How-
ever, challenges persisted in identifying early-stage lung 
nodules with smaller diameters. In pursuit of enhanced 
detection for smaller pulmonary nodulevs, Haiying Yuan 
et  al. [23] proposed a 3D residual U-Net model. This 
approach effectively harnessed expansion convolutions 
with varied rates to extract both local and global nodule 
features, thereby proficiently discerning lung nodules of 
diverse sizes and shapes. Xianfang Hu et  al. [24] built a 
fusion model of deep neural network (DNN) based on 
the 3D residual U-Net model. It adopts a series of image 
processing techniques such as feature extraction, feature 
selection and synthetic minority oversampling, which 
effectively improves the performance of the classification 
model of small pulmonary nodules. But with the deepen-
ing of network model, the residual network model in this 
category may result in small target detection part feature 
information is missing. This is also the reasons of the 
decrease of recognition.

Attention Mechanism (Attention) The concept of atten-
tion mechanism finds its roots in the study of human 
vision. Confronted with the limitations of information 
processing, humans naturally concentrate on select infor-
mation while ignoring the rest. The attention mecha-
nism mimics this property and can be used to focus on 
important feature information. Consequently, research-
ers have integrated attention mechanisms with existing 
neural network models such as convolution and residual 
networks to enhance the precision of pulmonary nod-
ule detection. Alejandra Moreno et  al. [25] introduced 
the self-focused (MSA) module within multi-scale net-
works to accentuate feature maps associated with abnor-
mal nodules. They coupled multi-scale representations 
acquired through receptive field blocks (RBF) to more 
accurately pinpoint potential malignancies. However, the 
computational weight of the self-attention mechanism 
remains a challenge. Wang Ruinan et  al. [26] developed 
the DPCA-Net, a streamlined and efficient 3D lung nod-
ule detection model. Central to this model is a novel two-
path channel attention block (DPCA), which enhances 
the efficacy of context information propagation. Qi 
Yongjun et al. [27] advanced a multi-scale depth residual 
channel attention network model, incorporating a chan-
nel attention module to capture image features across 
various scales and channel relationships. This technique 
preserves spatial structures and high-frequency details 
within low-resolution images, enhancing visual qual-
ity. While both approaches leverage channel attention 
mechanisms to discern the significance of individual 
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channels, they fall short in capturing important regional 
features when spatially transforming data through clip-
ping, translation, or rotation. Addressing this, Mai Juan-
yun et al. [28] proposed a multi-head detection algorithm 
based on the 3D Squeezed Spatial Attention Network 
(MHSnet). This method orchestrates the model’s focus 
on pivotal positions by adjusting pixel interdependen-
cies. This adaptive strategy promotes nodule recogni-
tion by paying attention to surrounding information 
and adapting to different regions, thereby suppressing 
false positive rates. Han liangJiang et  al. [29] adopted a 
context attention mechanism to simulate context cor-
relations between adjacent locations, merging it with 
spatial attention to autonomously locate regions perti-
nent to tuberculosis classification. This approach effec-
tively locates potential nodule features. In fact, channel 
and spatial attention can be synergistically combined to 
leverage their technical strengths. To propagate spatial 
information from coding layers to decoding layers, Dong 
Ting et al. [30] introduced a Residual Network algorithm 
(ResAANet) employing both channel and spatial atten-
tion modules for sensitive pulmonary nodule feature 
extraction. This technique mitigates the loss of nodule 
characteristics during forward transmission. While the 
amalgamation of channel-space attention mechanisms 
enhances model representational capacity and reduces 
irrelevant target interference, it does augment compu-
tational load. The Convolutional Block Attention Mod-
ule (CBAM) streamlines convolutional structures and 
feature fusion operations, effectively curtailing module 
complexity and computational demands. Zhang Guan-
glu et al. [31] cited this CBAM to extract representative 
multi-scale nodal features for a 3D convolutional neural 
network for pulmonary nodule detection. Zhang Weiguo 
et al. [32] proposed a U-net structure detection algorithm 
based on attention module (CBAM) to realize adaptive 
feature learning and feature weights. This model does not 
require a large amount of data, but has low efficiency and 
needs to be enhanced in optimizing the network model. 
Hang liangJiang et  al. [33] devised a robust deep lung 
nodule classifier by integrating CBAM with 3D CNN and 
ResNet architectures, effectively enhancing the model’s 
feature extraction capabilities, robustness, and efficiency. 
Nevertheless, room for further improvement remains.

However, despite the advances highlighted, these mod-
els often manifest complexity and limited adaptability, 
rendering them less stable when confronted with diverse 
data. Furthermore, the incorporation of attention mecha-
nisms, while demonstrably advantageous, can exacer-
bate model intricacy. This is predominantly due to the 
resource-intensive pooling and convolution operations 
commonly associated with attention mechanisms, which 
significantly augment the model’s parameter count and 

computational demands. To address these challenges, we 
propose a GC-WIR deep neural network model for the 
automatic and accurate classification diagnosis of benign 
and malignant pulmonary nodules. The GC-WIR model 
represents a fusion of a 3D Broadened Inverted Residual 
Network and a 3D Global Coordinate Attention Mecha-
nism. This synthesis yields a model characterized by 
remarkable accuracy, robust stability, potent convergence 
properties, and parsimonious parameterization. The 
principal contributions outlined in this paper are suc-
cinctly encapsulated as follows:

(1) In this paper, we employ the neural network model 
GC-WIR for the classification task concerning 
benign and malignant pulmonary nodules. The 
architecture of this model unfolds across four dis-
tinct stages. In the first three stages, the computa-
tional features of the 3D Widened Inverted Residual 
Network (3D WIRN) and the 3D Global Coordinate 
Attention Mechanism (3D GCA) synergistically 
operate. In the last stage, the benign and malignant 
pulmonary nodules were predicted and exported. 
Specifically, the 3D WIRN augments input chan-
nels to bolster feature extraction potency, thereby 
enhancing the model’s capability. Meanwhile, the 
3D GCA computes input features by leveraging 
both three-dimensional information transformation 
and the coordinates of three-dimensional space. 
Experimental findings amply corroborate the effi-
cacy of GC-WIR, showcasing its ability to achieve 
optimal classification accuracy with the least num-
ber of parameters. The model not only boasts 
strong convergence but also exhibits remarkable 
stability, transcending the benchmarks set by exist-
ing advanced classification methodologies.

(2) GC-WIR constructs a 3D Wide Inverted Residual 
Network(3D WIRN), which not only widens the 
channel while reducing the depth of the residual 
network, but also uses the inverted residual struc-
ture to thin the network. This strategic combina-
tion achieves a twofold outcome-ameliorating the 
computational burden associated with the model’s 
complexity and enhancing the model’s stability. 
Importantly, while preserving the intrinsic per-
formance of the original model, this adaptation 
accelerates the model’s convergence rate. Empirical 
evidence gleaned from convergence experiments 
underscores the effectiveness of this approach. 
Remarkably, merely 300 iterations of training yield 
results comparable to those requiring 600 iterations 
in standard models. This expeditious convergence 
significantly contributes to the model’s overall effi-
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ciency and reinforces its viability as a robust clas-
sification algorithm for pulmonary nodules.

(3) GC-WIR integrates a meticulously devised 3D 
Global Attention Mechanism (3D GCA), which 
admirably retains spatial position information 
spanning both horizontal and vertical axes. The 
incorporation of this attention mechanism heralds 
multifaceted advantages. Firstly, it amplifies global 
interactive representations, thereby enhancing the 
performance of deep neural networks. Secondly, it 
effectively captures diverse spatial information from 
multiple dimensions, thereby conferring a substan-
tial upsurge in the classification accuracy of pul-
monary nodules. One remarkable divergence from 
prior attention mechanisms is GC-WIR’s approach 
to computation. Unlike preceding methods that 
heavily rely on convolution and pooling operations, 
this attention mechanism harnesses the power of 
three-dimensional information transformation 
coupled with the coordinates of three-dimensional 
space to calculate input features. This innovative 
strategy not only yields enhanced performance but 
also substantially curtails the parameter count. This 
parsimonious approach bolsters computational 
efficiency, rendering the model well-suited for real-
world applications.

Methods
The proposed GC-WIR network, as outlined in this 
paper, synergistically leverages two fundamental 3D neu-
ral network techniques for the classification of benign 
and malignant pulmonary nodules. These techniques 
encompass the Wide Inverted ResNet (WIRN) and 
Global Coordinate Attention (GCA), elaborated upon in 
“3D Wide inverted resNet (3D WIRN)” and “3D Global 
coordinate attention mechanism”  sections respectively. 
The network architecture, meticulously elaborated in 
Fig. 1, encompasses a four-stage classification and predic-
tion processing paradigm for input CT images undergo-
ing classification and detection. In specific terms: Stage 1: 
Comprises two layers of 3D WIRN in tandem with a 3D 
GCA module. Stage 2: Encompasses a solitary 3D convo-
lutional layer, followed by three WIRN layers and a 3D 
GCA module. Stage 3: Parallels stage 2, integrating a 3D 

convolutional layer, WIRN layers, and a 3D GCA mod-
ule, with a reduced number of WIRN layers. Stage 4: Cul-
minates in the generation of predictive values via global 
averaging pooling and the fully connected layer (FC). 
This final stage facilitates the determination of binary 
labels, differentiating benign from malignant pulmo-
nary nodules. Notably, an output of 0 indicates benign, 
while an output of 1 signifies malignancy. This holistic 
approach accomplishes the crucial task of classifying and 
adjudicating input pulmonary nodule images, providing a 
reliable avenue for effective classification and diagnosis.

3D Wide Inverted ResNet (3D WIRN)
The proposed residual network addresses the issues of 
vanishing and exploding gradients encountered during 
neural network training. Nonetheless, with the increase 
in network depth, training a residual network becomes 
progressively slow. To mitigate this concern, the con-
cept of the wide residual network [34] introduces a new 
parameter-termed the “broadening factor”-building 
upon the original residual module. This operation wid-
ens the number of convolution cores and increases the 
width while reducing the depth of the residual network. 
This strategic design, however, leads to a proliferation 
of parameters. In the pursuit of model compactness, 
speed enhancement, and sustained performance, the 
approach of inverted residuals is incorporated within the 
residual block to streamline the network. This entails the 
introduction of a 3D Wide Inverted Residual network 
(WIRN), a core component applied to stages 1 to 3 of 
the network framework. The 3D WIRN configuration 
encompasses an initial convolutional layer, a 3D inverted 
residual block, and a normalized activation function, as 
visually presented in Fig. 2. Within this structure, the 3D 
inverted residual block predominantly employs widen-
ing operations to accentuate valuable features within the 
data. The methodology consists of four distinct steps, 
each executed as follows:

(1) Input convolution
The image data, denoted as the input set X, is subjected 

to a 3× 3 3D initial convolution Conv3D3×3 operation to 
yield the resultant X1 , as depicted in Eq.  1.

Fig. 1 3D GC-WIR model algorithm framework
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(2) 3D inverted residuals Blocki
The network comprises three instances of residual 

blocks denoted as Blocki(i ∈ [1, 3]) . Within each Block, 
the same inverted residual structure is applied, consist-
ing of three convolutional layer structures: Conv1×1 , 
Depth wise Conv3×3 and Conv1×1 . The subsequent steps 
illustrate the working principle of a single Blocki:

 ① 3D Conv1×1 : In the initial layer of the 3D network, 
the 3D convolutional layer Conv3D1×1 is employed to 
facilitate the mapping of the input from a lower-dimen-
sional space to a higher-dimensional one. Notably, the 
count of convolutional kernels within Conv3D1×1 corre-
sponds to n times the quantity of input channels repre-
sented by X1 . The output of X1 after normalization and 
activation function calculations is denoted as X2 , which 
is represented by Formula 2 as the input for the subse-
quent module.

② 3D Depth-wise Conv3×3 : In order to enhance the 
efficacy of data processing pertaining to X2 , the subse-
quent layer within the 3D network employs Depth-wise 
Conv3D3×3 for the purpose of feature extraction, as 
elaborated in Eq. 3. Here,X3 signifies the output, and s 
denotes the expansion ratio.

(1)X1 = Conv3D3×3(X)

(2)X2 = ReLU(BatchNorm(Conv3D1×1(n× X1)))

③ 3D Conv1×1 : The convolution operation employed 
within this module utilizes a 1× 1 convolutional ker-
nel with the purpose of increasing dimensionality. This 
mapping aids in the transformation of high-dimen-
sional features into a lower-dimensional space, thereby 
facilitating data compression. Consequently, this pro-
cess contributes to the reduction in network size while 
enhancing the model’s expressiveness. The output X3 
processed by a convolutional layer and BatchNorm is 
combined with the initial output X1 in step (1), yielding 
a residual architecture as depicted in Eq.  4. Here, the 
resultant output Fi is characterized as a residual func-
tion of Blocki(i ∈ [1, 3]).

(3) Channel widening
The primary objective of the widening operation is 

to incorporate a widening factor k ( where k is a mul-
tiple of the number of output feature maps of the con-
volutional layer) into the output channel of the 3D 
inverted residuals block Blocki . This serves to broaden 
the model by augmenting the quantity of channels. The 
introduced widening factor k contributes to the expan-
sion of the width across three distinct blocks. Assuming 

(3)X3 = ReLU(BatchNorm(Conv3D3×3(
X2

s
)))

(4)Fi = BatchNorm(Conv3D1×1(X3))+ X1

Fig. 2 Schematic diagram of the 3D widen inverted residual network
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that yi represents the output result of the residual block 
(i ∈ [1, 3]) in the network, which concurrently functions 
as the subsequent layer’s input denoted as Blocki+1 , and 
Fi signifies the residual function of Blocki . After three lay-
ers of channel widening, the final output is y3 . This aug-
mentation can be mathematically represented by Eq. 5.

Equation  5, the solution for y2 is illustrated by the 
expression presented in formula 6.

Referring to Eq. 6, the solution for y1 can be found in 
formula 7.

(4) Normalization and activation functions
To mitigate the risk of overfitting, normalized Batch-

Norm and activation function are added after Block3 . 
This sequential process yields the resultant output Y from 
the complete 3D broadened inverted residual network. 
This outcome is demonstrated in formula 8.

3D Global coordinate attention mechanism
In recent years, the integration of attention mechanisms 
has yielded enhancements in model performance. How-
ever, due to information reduction and dimensional 

(5)y3 = k ⊗ F3 X1, y2

(6)y2 = k ⊗ F2
(

X1, y1
)

(7)y1 = k ⊗ F1(X1)

(8)Y = ReLU
(

BatchNorm
(

y3
))

segregation, these mechanisms are constrained to utiliz-
ing visual representations from limited receptive fields. 
Conventional attention mechanisms are commonly glob-
ally encoded using Global Average Pooling (GAP); nev-
ertheless, the features derived from GAP exhibit limited 
diversity. When these techniques compress global spatial 
information into channel descriptors, preserving the spa-
tial positional information essential for capturing spatial 
structures in visual tasks becomes challenging. In addi-
tion, prior attention mechanisms often only capture a 
single spatial information from one dimension, such as 
CBAM [35] and DPCA [26] mentioned above. To address 
these limitations, this paper proposes a 3D Global Coor-
dinate Attention Mechanism, grounded in the Coor-
dinate Attention (CA) [36] approach. This innovative 
mechanism upholds spatial positional information along 
both horizontal and vertical coordinates. The GCA atten-
tion mechanism encompasses two principal modules: the 
global channel attention module and the spatial attention 
module, the architectural depiction of which is illustrated 
in Fig. 3 Within these modules, the global channel atten-
tion module gleans global information via dimension 
interchange and computes the weight attributed to each 
channel within the input image. Meanwhile, the spatial 
coordinate attention module primarily computes spatial 
positional information from three dimensions: length, 
width, and height.

Fig. 3 The 3D global coordinate attention mechanism



Page 8 of 18Wang et al. BMC Pulmonary Medicine          (2024) 24:465 

3D Global channel attention module
The implementation of the 3D Global Channel Attention 
can be primarily divided into three sequential steps. Its 
module structure is shown in the Fig. 4

(1) Rearrangement of three-dimensional information
X̂ ∈ RC×L×H×W  represents the feature map of the 

input, and L, H, and W stand for the length, height, 
and width of the input, respectively. C denotes the 
number of channels withinX̂  . In the channel atten-
tion submodule, a three-dimensional arrangement 
becomes essential to conserve information across the 
three dimensions. To enhance the global interaction 
representation and improve the performance of the 
deep neural network, a reorganization of information 
across the three dimensions is rearranged. The method 
of information reorganization is depicted in formula 9.

(2) Generation of channel attention weights
Following the reorganization of the three-dimensional 

feature information, a combination of maximum pool-
ing and average pooling techniques is employed to pro-
ficiently aggregate significant cues regarding distinctive 
object features. This amalgamation aims to deduce more 
refined channel attention. The procedural steps of this 
process can be succinctly expressed through formula 10.
① X̂1 is employed to consolidate spatial informa-

tion from feature maps via both average pooling and 
maximum pooling, yielding two distinct spatial context 
descriptions.
② MLP is used to learn the characteristics of channel 

dimensions after pooling and the importance of each 
channel to amplify the spatial dependence of cross-
dimensional channels. This MLP is constructed as a 
multi-layer perceptron comprising two fully connected 
layers and a ReLU activation layer.

(9)X̂(C × L×W ×H) → X̂1(C ×W ×H × L)

③ The results obtained from the MLP learning are 
incorporated and added to produce the feature vector X̂2.

(3) 3D information recovery
The three-dimensional information within X̂2 is 

restructured to yield X̂3 . This process can be repre-
sented by the formula 11.

Where X̂3 can be denoted as Mc , signifying the com-
puted outcome of the complete global channel atten-
tion module.

Following the execution of the global channel atten-
tion procedure, the ultimate output outcome X̂4 from 
the global channel attention module is derived by ele-
ment-wise multiplication between the input X̂  and 
MC of the feature graph. This resultant output then 
serves as the input for the subsequent coordinate atten-
tion phase. This process is succinctly depicted using 
formula 12.

3D spatial coordinate attention module
The implementation of the spatial coordinate attention 
module can be primarily divided into three distinct steps: 
direction pooling, sequential convolution, and fusion of 
features across the three-dimensional space. Its module 
structure is shown in the Fig. 5.

(1) Three-dimensional space direction pooling
The spatial details encompassing length, width, 

and height within the output result X̂4 obtained from 
the channel attention mechanism are independently 

(10)
X̂2 = MLP

(

AvgPool
(

X̂1

))

+MLP
(

MaxPool
(

X̂1

))

(11)X̂2(C ×W ×H × L) → X̂3(C × L×W ×H)

(12)X̂4 = MC(X̂)⊗ X̂

Fig. 4 Global channel attention module
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subjected to pooling. This strategic approach facilitates 
the encapsulation of information from all three dimen-
sions within the 3D input image, thereby encoding the 
spatial characteristics. Subsequently, this process trans-
forms the information into encoded representations of 
three distinct one-dimensional features. Refer to formu-
las  13 through  15 for the specific formulations. In the 
formula, X̂ l

5
 , X̂w

5
 and X̂h

5
 respectively represent the results 

after pooling in the three directions of length, width and 
height.

(2) Series convolution
To comprehensively capture positional information, 

a concatenation of both broad coordinates and elevated 
coordinates is employed, merging them along the spatial 
dimension. This concatenation, denoted as X̂6 , is then 
passed through a shared convolutional transformation 
function Conv3D1×1 for calculation. Refer to Eq. 16 for a 
concise representation of this process.

The resultant X̂6 is achieved subsequent to BatchNorm 
and ReLU processing, as illustrated in Eq. 17.

(3) Fusion of features across three-dimensional 
space

The spatial information within the three dimensions 
necessitates re-fusion to extract features that have been 

(13)X̂ l
5 = AvgPool

(

X̂4, L
)

(14)X̂w
5 = AvgPool

(

X̂4,W
)

(15)X̂h
5 = AvgPool

(

X̂4,H
)

(16)X̂6 = Conv3D1×1

(

[X̂w
5 , X̂

h
5 ]
)

(17)X̂7 = ReLU
(

BatchNorm
(

X̂6

))

individually processed. The specific procedural steps 
encompass:
① The concatenated spatial dimension information X̂7 

is divided into two independent tensors xh7 ∈ RC/R×H and 
xw7 ∈ RC/R×W .
② xh7 and xw7  are individually subjected to transforma-

tion through three-dimensional convolution denoted 
as Conv1×1 , resulting in tensors with the same count of 
channels as the input X̂4 . This convolutional transfor-
mation maps the three dimensions independently to 
yield X̂ l

8
 , X̂h

8
 and X̂w

8
 . Refer to formulas  18 through   20 

for the precise mathematical representations of these 
transformations.

③ The three dimensional information X̂ l
8
 , X̂h

8
 and X̂w

8  
within X̂8 are multiplied to obtain the output feature X̂9 
of the three dimensional fusion process. This outcome is 
illustrated in formula 21.

④ Following the application of the ReLU activation 
function to X̂9 , the resultant calculation outcome Ms for 
the entire spatial coordinate attention module can be 
derived. This relationship is outlined in Eq. 22.

To amalgamate both the channel and spatial attention 
submodules, while simultaneously retaining the origi-
nal input information, the outcome Ms(X̂4) from the 
spatial attention phase is multiplied with the input X̂4 
from the channel attention phase. This resultant product 

(18)X̂ l
8 = Sigmoid

(

X̂ l
5

)

(19)X̂h
8 = Sigmoid

(

Conv1×1

(

xh7

))

(20)X̂w
8 = Sigmoid

(

Conv1×1

(

xw7
))

(21)X̂9 = X̂ l
8 ⊗ X̂w

8 ⊗ X̂h
8

(22)MS(X̂4) = ReLU(X̂9)

Fig. 5 Space coordinates attention module
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is denoted as Y. This process is succinctly captured by 
formula 23.

Experiment
Experimental environment and configuration
The hardware employed for all experiments in this study 
comprises an Nvidia 3080 graphics card, 64GB of ran-
dom access memory (RAM), and a 2TB solid-state drive 
(SSD). The operating system utilized is Ubuntu 20.04. The 
development software stack encompasses PyCharm 2022, 
PyTorch 1.13.0, and CUDA 11.7. The initial learning rate is 
configured at 0.0002.

Experimental dataset
The LUNA16 dataset was employed for our experiments. 
The LUNA16 dataset [37] is a subset of the larger LIDC-
IDRI dataset [38], specifically focused on lung nodules. The 
LIDC-IDRI dataset comprises 1018 low-dose CT images 
from 1010 patients across different regions. It adheres 
to internationally recognized standards for benign and 
malignant lung nodule classification. Following anonymi-
zation, experienced radiologists annotated the lesions and 
sizes of lung nodules, resulting in a standardized dataset. 
These images were acquired using various imaging proto-
cols, including different kilovoltages (120 kV-140 kV) and 
slice thicknesses (0.6 mm - 5.0 mm). The LUNA16 dataset 
consists of 888 images (in mhd format) remaining after 
excluding CT images from LIDC-IDRI with slice thick-
ness greater than 3mm. Each image in LUNA16 contains a 
series of axial slices of the chest, which vary depending on 
the scanning machine and patient characteristics.

Performance evaluation criteria
To evaluate the classification performance of lung nod-
ule, we employed three widely utilized metrics: Accuracy, 
Sensitivity and Specificity [33]. Accuracy(Acc) represents 
the probability of being correctly judged for actual posi-
tive and actual negative, and is defined by formula (24). 
Sensitivity(Sens) refers to the proportion of the samples 
that are actually positive that are correctly judged to be 
positive. In other words, it quantifies the probability of cor-
rectly identifying a patient with a positive condition. Sen-
sitivity is calculated using formula (25) . Specificity(Spec) 
represents the ratio of correctly classified negative samples 
to the total number of actual negative samples. It quantifies 
the probability of accurately diagnosing a patient as nega-
tive. The formula for Specificity is given by (26). In these 
Eqs. 24 to 26, TP, FN, FP, and TN stand for true positive, 
false negative, false positive, and true negative respectively. 
Higher values for these evaluation metrics indicate better 

(23)Y = Ms(X̂4)⊗ X̂4

classification performance.Moreover, ROC curves and 
AUC values [39] are common metrics used to assess clas-
sifier performance, effectively balancing sensitivity and 
specificity across different thresholds. They serve as widely 
adopted quantitative tools in research domains.

Experimental results and analysis
Performance comparison with advanced algorithms
(1) Comparison of basic performance indicators

In order to demonstrate the superiority of GC-WIR, we 
conducted a comparative analysis against other state-of-
the-art methods using metrics such as Accuracy, Sensi-
tivity, Specificity, and Parameter Count. The compared 
methods encompass Multi-scale CNN [38], Vanilla 3D 
CNN [39], Multi-crop CNN [40], NAS-Lung [33], Dee-
pLung [41], AE-DPN [29], and Fast CapsNet [42]. The 
comparison results are shown in Table 1.

The experimental outcomes unequivocally demon-
strate the notable superiority of our proposed algorithm 
framework in comparison to other methodologies. Our 
approach achieves the highest Accuracy and Specific-
ity metrics at 94.32% and 93.69%, respectively. Further-
more, it attains the second-best Sensitivity. Remarkably, 
GC-WIR surpasses Fast CapsNet [42] by 2.48% in Accu-
racy and 2.38% in Sensitivity, highlighting its broad 
applicability and proficiency in advanced pulmonary 
nodule classification. This remarkable performance is 

(24)Accuracy =
TP + TN

TP + FN + TN + FP

(25)Sensitivity =
TP

TP + FN

(26)Specificity =
TN

FP + TN

Table 1 Comparison of pulmonary nodule classification 
algorithms

The best and second-best results in each column are shown in bold and 
underlined, respectively

Model Acc ↑ Sensv ↑ Spec ↑ Para(M)↓

Multi-scale CNN [40] 86.84 - - -

Nodule-level 2D CNN [41] 87.3 88.5 86 -

Vanilla 3D CNN [41] 87.4 89.4 85.2 -

Multi-crop CNN [42] 87.14 - - -

NAS-Lung [33] 89.56 76.19 89.19 7.84

DeepLung [43] 90.44 81.42 - 141.57

AE-DPN [29] 90.24 92.04 88.94 678.69

Fast CapsNet [44] 91.84 89.11 - 52.2

GC-WIR(ours) 94.32 91.49 93.69 5.76
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primarily attributed to the design of a 3D Broadened 
Inverted Residual Network (3D WIRN) within the GC-
WIR framework. This network design augments feature 
extraction efficacy by increasing the number of input 
channels. This not only mitigates information loss during 
feature extraction but also substantially enhances model 
accuracy.

Compared with the traditional method, this method 
can enlarge the feature calculation and enhance the con-
vergence without substantially inflating parameter count. 
It is worth noting that AE-DPN [29] attains optimal 
Sensitivity due to the implementation of two attention 
mechanisms to elevate pulmonary nodule classification 
performance. However, this comes at the cost of a signifi-
cantly larger model size compared to GC-WIR. In con-
trast, GC-WIR only necessitates 5.76M parameters to 
achieve the highest classification accuracy. This efficiency 
is attributed to the proposed Global Coordinate Atten-
tion (GCA) mechanism, which primarily computes input 
features through 3D information transformation and spa-
tial coordinates. Unlike previous attention mechanisms 
that extensively use convolution and pooling, our method 
accommodates both channel and orientation-related 
positional information in a flexible and lightweight man-
ner. Collectively, these results substantiate that our pro-
posed method attains superior classification performance 
and holds an advanced standing in the domain of pulmo-
nary nodule classification.

(2) Comparison of the ROC curve
The ROC curve is a tool used to evaluate the perfor-

mance of binary classifiers by illustrating the relationship 

between true positive rate (TPR) and false positive rate 
(FPR) at different thresholds. To evaluate the perfor-
mance of the proposed algorithm in this context, ROC 
curves for the GC-WIR model, the NAS-Lung model 
[33], as well as the Nodule-level 2D CNN [41], Vanilla 3D 
CNN [41], and Multi-crop CNN [42] models, were plot-
ted for comparison (see Fig.  6). As shown in the figure, 
the curves for these models all start from the lower-left 
corner and extend towards the upper-right corner. This 
indicates that as the FPR increases, the TPR also rises 
correspondingly for all models, demonstrating their 
effectiveness in both identifying positive cases and reduc-
ing misclassification of negative cases. Within the thresh-
old range of [0, 0.2] for the FPR, the Nodule-level 2D 
CNN [41], Vanilla 3D CNN [41], and Multi-crop CNN 
[42] models achieve a TPR above 0.85 more rapidly com-
pared to the GC-WIR model (proposed in this study) and 
the NAS-Lung model. However, in the threshold range of 
[0.2, 0.6], the GC-WIR model stabilizes more quickly than 
other methods, with the exception of the model Vanilla 
3D CNN model [41]. The NAS-Lung model [33] shows 
slightly inferior performance in this range. In the thresh-
old range of [0.6, 1.0], the ROC curves for these models 
exhibit similar performance, with all models demonstrat-
ing excellent classification of both positive and negative 
samples. Nevertheless, in terms of AUC values, the Nod-
ule-level 2D CNN [41], Vanilla 3D CNN [41], and Multi-
crop CNN [42] models achieve AUCs of 93.7%, 94.7%, 
and 93%, respectively, whereas the GC-WIR model 
achieves an AUC of 91%. Although the AUC value for the 
GC-WIR model is not the highest, it achieves the greatest 

Fig. 6 Comparison of ROC curves of five different models
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classification accuracy of 94.32% (see Table  1). Under 
similar dataset conditions, the NAS-Lung model [33] also 
achieves a lower AUC of 86%. This discrepancy may be 
attributed to differences in the datasets used. The Nod-
ule-level 2D CNN [41], Vanilla 3D CNN [41], and Multi-
crop CNN [42] models utilize the LIDC-IDRI dataset, 
whereas the GC-WIR and NAS-Lung models [33] use the 
Luna16 lung nodule dataset. The Luna16 dataset includes 
CT images with multiple benign or malignant nodules, 
which may lead to an imbalance in the distribution of 
positive and negative samples. This imbalance could 
cause performance fluctuations or instability at certain 
thresholds, thereby affecting the AUC value. Addition-
ally, the use of ten-fold cross-validation in this study may 
result in variations in AUC values depending on differ-
ent training and testing splits. Nevertheless, the GC-WIR 
model demonstrates commendable performance in the 
ROC curve comparison.

(3) Comparison of inference time and accuracy
To demonstrate the proposed model’s lightweight 

nature alongside its rapid inference capabilities, compar-
ative experiments on inference speed and corresponding 
accuracy were conducted. For fair comparison, consid-
ering the open-source availability of code and datasets 
based on LUNA16, we performed comparative experi-
ments between the GC-WIR model and the NAS-Lung 
algorithm [33] over approximately 20 epochs. As depicted 
in Fig. 7. During each epoch of training, two key metrics 
were recorded: inference time and model accuracy. In the 
figure, the horizontal axis represents inference time, indi-
cating the average time the model requires from input 
data to output prediction, measured in seconds (s); while 

the vertical axis denotes model performance as Accuracy 
metric. From the experimental results, it is evident that 
the GC-WIR model (highlighted in green) averages 0.85 
seconds per epoch and achieves an accuracy exceeding 
90%. In contrast, under similar hardware conditions, the 
NAS-Lung model requires an average inference time of 
1.05 seconds to achieve 90% training accuracy. This study 
demonstrates that the GC-WIR model maintains high 
classification accuracy within shorter inference times. 
This further underscores the effectiveness of the atten-
tion module in GC-WIR, which not only lightweightens 
the model sufficiently but also effectively reduces infer-
ence time during model training.

All these results collectively demonstrate that the pro-
posed method in this study achieves superior classifica-
tion performance and demonstrates advancement.

Convergence test
To prove the robust convergence of GC-WIR, we con-
ducted tests on both the training and test sets of the 
LUNA16 dataset. Figure  8 illustrates the classification 
accuracy trends over 600 iterations for both sets, while 
Fig.  9 showcases the accuracy outcomes over 300 itera-
tions. As evident from two figures, our network model 
with only 300 iterations is capable of achieving experi-
mental results comparable to those after 600 iterations. 
This substantial reduction in computation and experi-
mental costs is attributed to the inherent design of the 
3D WIRN within GC-WIR. The incorporation of resid-
ual structures allows for direct connections across lay-
ers, thus facilitating smoother model convergence. The 
inverted residual structure performs identity mapping 

Fig. 7 The comparison of inference speed and corresponding accuracy
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and spatial transformation in higher dimensions, thus 
effectively reducing information loss and gradient con-
fusion. This enhancement significantly augments model 
efficiency. In essence, the convergence analysis reaffirms 
that GC-WIR not only excels in achieving high classifica-
tion accuracy but also demonstrates efficient and expe-
dited convergence behaviors.

Stability test
To establish the stability of the proposed algorithm GC-
WIR algorithm, we conducted a 10-fold cross-validation 
experiment on the LUNA16 dataset [37]. In this experi-
ment, the entire dataset was partitioned into 10 subsets, 
with each subset containing 89 CT case images. One 
subset was randomly reserved as the validation dataset 
for the validation procedure, while the remaining nine 

Fig. 8 Classification accuracy graph for 600 iterations of the GC-WIR model

Fig. 9 Classification accuracy graph for 300 iterations of the GC-WIR model
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subsets were used for training. The ten-fold cross-valida-
tion was executed in the following four steps:

(1) One category was randomly selected for valida-
tion, while the remaining categories were used for train-
ing. The samples in the training set and the validation set 
were non-overlapping.

(2) The model described in the article is trained using 
the data from the training set. After each epoch of train-
ing, both training accuracy and validation accuracy 
are computed for comparison. The purpose is to evalu-
ate the model’s generalization ability and performance 
during training, in order to select the optimal model 
configuration.

(3) Subsequently, the trained model is evaluated using 
the test set, and this evaluation generates the resultant 
output file.

(4) This cross-validation process is repeated 10 times, 
with each subset validated once. After completing ten-
fold cross-validation, the aggregated results from these 
ten iterations yield a single estimation.

To ensure fairness, the open-source NAS-Lung [33] 
algorithm model was reproduced under equivalent 
hardware conditions in this paper. Both the NAS-Lung 
and GC-WIR models underwent training and com-
parison across these ten distinct categories. The result-
ing changes in accuracy were charted and visualized in 
Fig. 10. It’s important to note that the data used for each 
model was randomly extracted from the LUNA16 data-
set. As apparent from the chart, these models exhibit 
divergent behaviors. With the exception of classification 
1, the accuracy of GC-WIR exceeded that of NAS-Lung, 
which remained stable at about 90%. Moreover, the break 
line trend of GC-WIR is relatively smooth, without a 
lot of fluctuations. On the contrary, NAS-Lung demon-
strated a more varied accuracy pattern, with the lowest 
accuracy dropping below 80%. This experiment under-
scores that the proposed GC-WIR model demonstrates 
robust stability and broad applicability across different 

data classifications. Nonetheless, there is still potential 
for further improvement in performance.

Ablation study
The algorithm GC-WIR described in this paper consists 
of four stages, where the first three stages leverage the 
joint application of two technologies: 3D Global Coordi-
nate Attention (3D GCA) and 3D Wide Inverted Resid-
ual Network (3D WIRN). To showcase that the optimal 
results are achieved only when both of these methods are 
combined, a set of ablation experiments was conducted 
to explore the individual contributions of these tech-
niques. The results of the ablation experiments are pre-
sented in Table 2. Within the same algorithm framework, 
the model formed by the combination of residual net-
work (ResNet) and attention module CBAM serves as the 
base case, denoted as “Base (Res+CBAM)”. It is observed 
that the accuracy of this base model only reaches 87.78%, 
which falls short of the accuracy requirements for precise 
pulmonary nodule classification.

In this study, the Residual Network (ResNet) is inte-
grated with global attention [45], coordinate attention [36], 
and 3D Global Coordinate Attention (3D GCA). These 
composite network models are designated as “Res+GAM”, 
“Res+CA, and “Res+GCA” respectively. Upon conducting 
a thorough comparison among these models, it has been 
deduced that 3D GCA attains the highest classification 

Fig. 10 Stability comparison of GC-WIR and NAS-Lung [33] on the LUNA16 datasetl

Table 2 Acc, Sens, Spec and Para(M) in ablation experiments

The best results in each column are shown in bold

Model Acc ↑ Sensv ↑ Spec ↑ Para(M)↓

Base(Res+CBAM) 87.78 71.43 89.19 7.84

Res+GAM 90.38 87.75 80.63 11.12

Res+CA 89.42 85.71 80.81 8.85

Res+GCA 90.38 75.3 87.36 2.7

GCA +WRN 91.34 85.72 82.92 4.35

GCA+WIRN(GC-WIR) 94.32 91.49 93.69 5.76
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accuracy while utilizing the least number of parameters. 
Its peak accuracy can reach 90.38%, with a mere 2.7 M 
parameters, rendering it both adaptable and lightweight. 
The models “GCA +WRN” and “GCA +WIRN” denote the 
amalgamation of 3D GCA with widened residual networks 
[34] and widened inverted residual networks respectively. 
It’s evident that the introduction of 3D WIRN yields signif-
icant enhancements in accuracy, sensitivity, and specificity 
through the utilization of the inverted residual structure. 
However, this improvement comes with a parameter 
increment of 3.06 M as compared to the residual network, 
which is unavoidable. The quest to further reduce model 
parameters and computational demands remains a focus 
for future work. In summation, the optimum classification 
outcomes are only attainable through the combined utili-
zation of 3D GCA and 3D WIRN, effectively avoiding the 
challenge of excessive parameter growth.

Discussion
This paper investigates a 3D GC-WIR model built upon 
deep learning technology to discern between benign 
and malignant small pulmonary nodules. The model’s 
design is primarily rooted in the connectivity patterns 
and attention mechanisms of neural networks, enabling 
it to achieve precise pulmonary nodule classification with 
flexibility, efficiency, and rapid convergence.

In previous algorithms, researchers typically employed 
Convolutional Neural Network (CNN) models for the clas-
sification and processing of lung nodule images. CNNs pri-
marily adopt a local connection and weight-sharing design, 
enhancing the network’s feature extraction capabilities. 
However, CNNs focus on a neural network’s characteris-
tics as a group of neurons, with each input corresponding 
to a single output. This tendency can render the fully con-
nected mode of CNNs redundant and inefficient, especially 
when dealing with networks with a high number of lay-
ers, making training challenging and susceptible to issues 
like gradient explosion and gradient vanishing. To address 
these issues, the Residual Network (ResNet) architecture 
introduced skip connections, which effectively circumvent 
problems related to deep networks. However, as network 
models have continued to evolve, architectures like ResNet 
may inadvertently result in the loss of certain feature infor-
mation for small target detection, consequently dimin-
ishing recognition performance. In order to tackle this 
challenge, we have designed the 3D Inverted Residual Net-
work (WIRN). This novel architecture primarily incorpo-
rates three widened residual blocks to enlarge the channel 
connections, thereby reducing network depth while simul-
taneously increasing network width. Additionally, within 
each widened residual block, we apply the inverted con-
nection structure, which engages in identity mapping and 
spatial transformation in higher dimensions. This strategy 

effectively mitigates information loss and gradient obfusca-
tion, thereby enhancing the model’s learning capability.

In many images, the feature information often presents 
a complex and intricate pattern. When utilizing a Convo-
lutional Neural Network (CNN) to process images, our 
objective is to have it selectively extract the crucial input 
features, rather than all of them. Consequently, the task 
of ensuring that CNNs focus their attention on the key 
features becomes of paramount importance. The incor-
poration of an attention mechanism provides a means 
to achieve adaptive attention within the network, and 
its application serves to eliminate extraneous informa-
tion in the input image. Currently, the channel attention 
mechanism enables the calculation of the significance of 
each channel in the input image, thereby enhancing the 
network’s feature representation capabilities. Meanwhile, 
spatial attention seeks to elevate the representation of 
critical regions, transforming the spatial information 
within the input image while preserving essential details. 
In this paper, we introduce the 3D Global Coordinate 
Attention mechanism (GCA), which not only combines 
the strengths of both channel attention and spatial atten-
tion but also deviates from prior attention mechanisms 
employing convolution and pooling. The GCA operates 
by exchanging 3D information to acquire global channel 
features. It captures spatial coordinate information across 
three dimensions, generating weighted values that modu-
late the output. As a result, the specific region of interest 
is enhanced, while the irrelevant background information 
is attenuated.

The combination of 3D WIRN and 3D GCA synergis-
tically harnesses their respective strengths, resulting in 
enhanced recognition capabilities for pulmonary nodule 
images and achieving optimal classification performance. 
This assertion is further substantiated by ablation experi-
ments. To evaluate the effectiveness of this approach, 
we compared it with five other deep learning methods, 
namely Vanilla 3D CNN [39], NAS-Lung [33], Deep-
Lung [41], AE-DPN [29], and Fast CapsNet [42]. While 
a method based on two-dimensional Convolutional Neu-
ral Networks (CNN) has been proposed and applied to 
extract stratification and discriminant features for pul-
monary nodule classification, it’s important to note that 
most CT medical images are three-dimensional data. 
Consequently, the utilization of 3D CNNs on CT images 
is expected to improve diagnostic accuracy significantly. 
Indeed, the introduction of Vanilla 3D CNN [39] success-
fully validated this point. When compared to 2D meth-
ods at the slice level, 3D CNNs at the nodule level can 
effectively integrate nodule-level features and context 
features across three dimensions in 3D patches to some 
extent, resulting in improved performance. NAS-Lung 
[33] combines residual networks with Convolutional 
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Block Attention Module (CBAM) to achieve suboptimal 
specificity, demonstrating the efficacy of the attention 
mechanism in image processing. However, it does not 
notably enhance sensitivity. DeepLung [41] introduces 
two deep 3D Dual Path Networks (DPN) for nodule 
detection and classification. While it offers high perfor-
mance and low resource utilization, its network structure 
is complex, and computational demands are substantial. 
AE-DPN [29] employs two sensitivity-optimal attention 
mechanisms, but it involves a significantly larger number 
of parameters compared to all other models included in 
the comparison.

Compared to the aforementioned models, GC-WIR 
achieves the highest classification accuracy with only 
5.76 M parameters, positioning it at an advanced level in 
the realm of pulmonary small nodule classification. This 
remarkable feat can be attributed to GC-WIR’s ingenious 
design, specifically the utilization of 3D WIRN, which 
enhances feature calculations by widening channels while 
simultaneously reducing the depth of the residual net-
work. Consequently, this approach mitigates informa-
tion loss during feature extraction, leading to improved 
classification accuracy, ultimately reaching a peak accu-
racy of 94.32%. Additionally, it accelerates model con-
vergence and enhances overall stability. Furthermore, 
GC-WIR incorporates a flexible and lightweight attention 
mechanism known as 3D GCA. By converting 3D infor-
mation and calculating input image features across mul-
tiple dimensions, this technique avoids the excessive use 
of convolution and pooling layers, resulting in a reduc-
tion in the number of parameters and computational 
workload.

This study has several limitations that warrant consid-
eration. Firstly, the experimental data used in this study 
were obtained from the LUNA16 dataset, meaning that 
all the images used for training and testing originated 
from the same geographical region. However, due to 
the limited availability of publicly accessible datasets 
pertaining to pulmonary nodules on the Internet, it is 
challenging to ensure the robustness and practicality of 
the model. In order to enhance the model’s reliability, a 
larger and more diverse set of sample examples for train-
ing and testing would be highly beneficial. Furthermore, 
since we utilized the publicly available LUNA16 data-
set to validate the superiority of our model, the imag-
ing protocols in this dataset vary due to differences in 
scanners and patients. Therefore, we did not account for 
parameters such as kV and collimation that could affect 
accuracy. These tasks also require the collection, scan-
ning, and comparative analysis of real-world data. In the 
future, we aim to gather and curate authentic lung nodule 
imaging data to construct a dedicated medical CT image 
dataset for KV, thickness, and collimation. This effort will 

facilitate further analysis of the influence of various data 
acquisition factors on classification accuracy. Secondly, 
expanding the sample size by incorporating CT images 
of small pulmonary nodules with distinctive characteris-
tics could potentially lead to an increase in the sensitivity 
index of the model, further enhancing its performance. In 
addition, we will verify the quantity and characteristics of 
positive and negative samples in the dataset, and enhance 
feature informativeness and classifier discriminability 
through feature engineering methods such as feature 
scaling, dimensionality reduction, or feature combina-
tion. In the future, we may also explore ensemble tech-
niques to combine predictions from multiple classifiers 
and apply them across various datasets. This approach 
typically stabilizes the ROC curves of models and fur-
ther improves the AUC value. Particularly, by selecting 
appropriate features and models based on dataset char-
acteristics, continuous improvement of evaluation met-
rics will be pursued through experimental validation and 
results analysis. Lastly, it is important to note that the 
model presented in this paper is primarily focused on CT 
images. Future research endeavors may explore the inte-
gration of other multimodal images to broaden the scope 
and capabilities of the model.

Conclusion
In this paper, we introduce GC-WIR, a model designed 
for the precise classification of pulmonary nodules, 
characterized by high precision, stability, rapid conver-
gence, and parameter efficiency. GC-WIR addresses the 
issues associated with complex and unstable traditional 
network models, limited data adaptability, and exces-
sive parameter counts through the incorporation of 
3D WIRN to enhance feature calculation. Additionally, 
GC-WIR integrates a versatile and lightweight atten-
tion mechanism known as 3D Global Coordinate Atten-
tion (3D GCA). A comprehensive set of experiments was 
conducted using the LUNA16 dataset. The results dem-
onstrate that, in comparison to advanced deep learning 
methods, GC-WIR achieves the highest classification 
accuracy while utilizing the fewest parameters, ultimately 
yielding superior classification prediction results.
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